
ENZO TARTAGLIONE

BIO

Enzo Tartaglione is Mâıtre de Conférénces at Télécom Paris, he is Hi!Paris chair holder, member of the ELLIS
society, and Associate Editor of IEEE Transactions on Neural Networks and Learning Systems. He received the
MS in Electronic Engineering at Politecnico di Torino in 2015, cum laude. The same year, he also received a
magna cum laude MS in electrical and computer engineering at the University of Illinois at Chicago. In 2016
he was also awarded the MS in Electronics by Politecnico di Milano, cum laude. In 2019 he obtained a Ph.D.
in Physics at Politecnico di Torino, cum laude, with the thesis “From Statistical Physics to Algorithms in Deep
Neural Systems”. His principal interests include compression, sparsification, pruning, and watermarking of deep
neural networks, computer vision, deep learning for medical imaging, privacy-aware learning, data debiasing, and
regularization for deep learning. His expertise mainly focuses on the themes of efficient deep learning, with articles
published in top conferences and journals in the field.

ACADEMIC APPOINTMENTS

Télécom Paris, Institut Polytechnique de Paris, France Oct 2021 - Now
https://www.ip-paris.fr/

• Assistant Professor in Deep Learning and Efficient AI. Oct 2021 - Now
Member of the Information Processing and Communications Laboratory (LTCI), Multimedia Team.

• Hi!Paris Society chair holder Oct 2021 - Sep 2024

Università degli Studi di Torino, Torino, Italy Jan 2019 - Sep 2021

• Post-Doctorate in Computer Vision and Pattern Recognition. Mar 2019 - Sep 2021

• Internship in Compression for Computer Vision Models. Jan 2019 - Feb 2019

EDUCATION

Ph.D. in Physics (cum laude) Nov 2015 - Jul 2019
Politecnico di Torino, Turin, Italy

Thesis: From Statistical Physics to Algorithms in Deep Neural Systems

M.Sc. Electronic Engineering (score: 110/110 cum laude) Jan 2014 - Dec 2016
Politecnico di Milano, Milan, Italy

M.Sc. Electrical and Computer Engineering (GPA: 3.87, magna cum laude) Jan 2014 - Aug 2015
University of Illinois at Chicago, Chicago, the USA

M.Sc. Embedded Systems (score: 110/110 cum laude) Sep 2013 - Jul 2015
Politecnico di Torino, Torino, Italy

EDITORIAL ACTIVITY

Associate Editor for IEEE Transactions of Neural Networks and Learning Systems 2024 - Now

MEMBERSHIPS

IEEE Senior Member 2019 - Now
ELLIS Society Member 2023 - Now
International Association for Pattern Recognition (IAPR) Member 2021 - Now

https://enzotarta.github.io/
https://www.linkedin.com/in/enzo-tartaglione-490950a2
https://www.ip-paris.fr/
https://core.ac.uk/download/pdf/234930113.pdf


SELECTED PUBLICATIONS

• Quétu, V., & Tartaglione, E. (2024). DSD2: can we Dodge Sparse Double Descent and compress the neural

network worry-free? Proceedings of the AAAI Conference on Artificial Intelligence (AAAI).

• De Sousa Trias, C., Mitrea, M., Fiandrotti, A., Cagnazzo, M., Chaudhuri, S., & Tartaglione, E. (2024).
Find the lady: permutation and re-synchronization of deep neural networks. Proceedings of the AAAI

Conference on Artificial Intelligence (AAAI).

• Nahon, R., Nguyen, V. T., & Tartaglione, E. (2023). Mining bias-target Alignment from Voronoi Cells.

IEEE International Conference on Computer Vision (ICCV).

• Laurent, O., Lafage, A., Tartaglione, E., Daniel, G., Martinez, J. M., Bursuc, A., & Franchi, G. (2023).
Packed-Ensembles for Efficient Uncertainty Estimation. In International Conference on Learning Represen-

tations (Spotlight paper, ICLR).

• Barbano, C. A., Dufumier, B., Tartaglione, E., Grangetto, M., & Gori, P. (2023). Unbiased Supervised

Contrastive Learning (ICLR).

• Tartaglione, E., Gennari, F., Quétu, V., & Grangetto, M. (2023). Disentangling private classes through

regularization. Neurocomputing.

• Deng, C. L., & Tartaglione, E. (2023). Compressing explicit voxel grid representations: fast nerfs become

also small. In Proceedings of the IEEE/CVF Winter Conference on Applications of Computer Vision.

• Bragagnolo, A., Tartaglione, E., & Grangetto, M. (2022). To update or not to update? Neurons at

equilibrium in deep models. Advances in Neural Information Processing Systems, 35 (NeurIPS).

• Tartaglione, E., Bragagnolo, A., Fiandrotti, A., & Grangetto, M. (2022). Loss-based sensitivity regular-

ization: towards deep sparse neural networks. Neural Networks, 146.

• Tartaglione, E., Lathuilière, S., Fiandrotti, A., Cagnazzo, M., & Grangetto, M. (2021). HEMP: High-order

entropy minimization for neural network compression. Neurocomputing, 461.

• Tartaglione, E., Bragagnolo, A., Odierna, F., Fiandrotti, A., & Grangetto, M. (2021). Serene: Sensitivity-
based regularization of neurons for structured sparsity in neural networks. IEEE Transactions on Neural

Networks and Learning Systems, 33(12).

• Tartaglione, E., Barbano, C. A., & Grangetto, M. (2021). End: Entangling and disentangling deep
representations for bias correction. In Proceedings of the IEEE/CVF conference on computer vision and

pattern recognition (CVPR).

• Tartaglione, E., Lepsøy, S., Fiandrotti, A., & Francini, G. (2018). Learning sparse neural networks via

sensitivity-driven regularization. Advances in neural information processing systems, 31 (NeurIPS).

• Baldassi, C., Gerace, F., Kappen, H. J., Lucibello, C., Saglietti, L., Tartaglione, E., & Zecchina, R. (2018).

Role of synaptic stochasticity in training low-precision neural networks. Physical review letters, 120(26).

PATENTS

• Presta, A., Fiandrotti, A., Tartaglione, E., & Grangetto, M. Method for learned image compression and
related autoencoder (2023). Italian patent application No. 102023000018537

• Tartaglione, E., Grangetto, M., Odierna, F., Bragagnolo, A., & Fiandrotti, A. Method and apparatus for
pruning neural networks (2022). U.S. Patent Application No. 17/769,707.

• Fiandrotti, A., Francini, G., Lepsoy, S., & Tartaglione, E. Neural networks having reduced number of
parameters (2021). U.S. Patent Application No. 17/251,508.

https://scholar.google.it/citations?user=uKuvN64AAAAJ&hl=it&oi=ao
https://orcid.org/0000-0003-4274-8298
https://www.researchgate.net/profile/Enzo-Tartaglione/publication/376828624_DSD_2_Can_We_Dodge_Sparse_Double_Descent_and_Compress_the_Neural_Network_Worry-Free/links/658ade313c472d2e8e90658d/DSD-2-Can-We-Dodge-Sparse-Double-Descent-and-Compress-the-Neural-Network-Worry-Free.pdf
https://ojs.aaai.org/index.php/AAAI/article/view/29393
https://arxiv.org/abs/2312.14182
https://ojs.aaai.org/index.php/AAAI/article/view/30091
https://arxiv.org/abs/2305.03691
https://openaccess.thecvf.com/content/ICCV2023/papers/Nahon_Mining_bias-target_Alignment_from_Voronoi_Cells_ICCV_2023_paper.pdf
https://arxiv.org/abs/2210.09184
https://openreview.net/pdf?id=XXTyv1zD9zD
https://arxiv.org/abs/2211.05568
https://openreview.net/pdf?id=Ph5cJSfD2XN
https://www.sciencedirect.com/science/article/pii/S092523122300735X/pdfft?md5=3047f03571f7eec2dd99afc9b1c96403&pid=1-s2.0-S092523122300735X-main.pdf
https://openaccess.thecvf.com/content/WACV2023/papers/Deng_Compressing_Explicit_Voxel_Grid_Representations_Fast_NeRFs_Become_Also_Small_WACV_2023_paper.pdf
https://arxiv.org/abs/2207.09455
https://proceedings.neurips.cc/paper_files/paper/2022/file/8b2fc235787852ead92da2268cd9e90c-Paper-Conference.pdf
https://arxiv.org/abs/2011.09905
https://www.sciencedirect.com/science/article/pii/S0893608021004706/pdfft?md5=93cdafe6f4ff79259048df32f69dcd2c&pid=1-s2.0-S0893608021004706-main.pdf
https://arxiv.org/abs/2107.05298
https://www.sciencedirect.com/science/article/pii/S0925231221010663/pdfft?md5=c69fc13fbd0a79cb8d352ad21e4ffc58&pid=1-s2.0-S0925231221010663-main.pdf
https://arxiv.org/abs/2102.03773
https://ieeexplore.ieee.org/iel7/5962385/6104215/09456024.pdf
https://arxiv.org/abs/2103.02023
http://openaccess.thecvf.com/content/CVPR2021/papers/Tartaglione_EnD_Entangling_and_Disentangling_Deep_Representations_for_Bias_Correction_CVPR_2021_paper.pdf
https://arxiv.org/abs/1810.11764
https://proceedings.neurips.cc/paper_files/paper/2018/file/04df4d434d481c5bb723be1b6df1ee65-Paper.pdf
https://arxiv.org/abs/1710.09825
https://link.aps.org/pdf/10.1103/PhysRevLett.120.268103?casa_token=8zsYpwrUxDgAAAAA:GVi_2HCclBtW-7fCyeH3cZU0bOlL-Y4zpRaxGJO6YjVgPgBe9uUMPSFOJJXUC1Uoa_lShyVdWye1C82Z


GRANTS AND FUNDING SOURCES

• Agence Nationale de la Recherche (ANR) Project SODA “System On Chip Design leveraging Artificial
Intelligence”. Role: Team Member. 2023 - 2027

• European Project ELIAS “European Lighthouse of AI for Sustainability”. Role: Task leader for “Reducing
Energy Requirements of Computation”. EU grant n. 101120237. 2023 - 2027

• Hi!Paris collaboration project “Bayesian neural networks with Attention and Pruning towards Efficiency”.
Role: Co-PI. 2022 - 2023

• European project “DeepHealth” Role: Collaborator. EU grant n. 825111. 2019-2022

AWARDS

• Caianiello best paper award of the International Conference on Image Analysis and Processing, 2023
Sparse Double Descent in Vision Transformers: real or phantom threat?

• Outstanding reviewer award, CVPR. 2021
https://cvpr2021.thecvf.com/node/184

• Winner of the prize “Ermanno Borio” for the best Master thesis in Electronic Engineering 2016

ORGANIZING COMMITTEE

• Workshop co-organizer “Fairness and ethics towards transparent AI: facing the chalLEnge through model
Debiasing (FAILED)” at the European Conference on Computer Vision (ECCV). 2024
https://failed-workshop-eccv-2024.github.io/

• Workshop co-organizer “Workshop on Green Foundation Models” at the European Conference on Computer
Vision (ECCV). 2024
https://green-fomo.github.io/ECCV2024/index.html

• Workshop organizing chair “Simplification, Compression, Efficiency and Frugality for Artificial Intelligence”
at the European Conference on Machine Learning (ECML). 2023
https://scefa.wp.imt.fr/

• Conference co-organizer “Junior Conference on Data Science and Engineering” 2023
https://hebergement.universite-paris-saclay.fr/jdse/

• Special session chair “Simplification, Compression and Efficiency with Neural Networks and Artificial Intel-
ligence” at the International Conference on Image Processing (ICIP). 2022
https://cmsworkshops.com/ICIP2022/view_session.php?SessionID=1011

• Tutorial organizing chair “Pruning deep neural networks: towards efficient models on the edge” at the
International Conference on Image Analysis and Processing. 2022
https://www.iciap2021.org/t7/

Ph.D. EXAMINATION COMMITTEE

• Farzad NIKFAM (Politecnico di Torino, Italy) - “Security and Privacy in Artificial Intelligence”
Role: Thesis referee 2024

• Yiqun LIU (Université de Rennes, France) - “Learning for new generation video coders”
Role: Committee member 2023

https://link.springer.com/chapter/10.1007/978-3-031-43153-1_41
https://cvpr2021.thecvf.com/node/184
https://failed-workshop-eccv-2024.github.io/
https://green-fomo.github.io/ECCV2024/index.html
https://scefa.wp.imt.fr/
https://hebergement.universite-paris-saclay.fr/jdse/
https://cmsworkshops.com/ICIP2022/view_session.php?SessionID=1011
https://www.iciap2021.org/t7/

